JlaGoparopnas padora 4
Anauau3 Man in the Middle arak MogesasiMu MAIIMHHOTO 00y4€eHUS
Jlan maracet MitM arak

https://www.kaggle.com/datasets/ymirsky/network-attack-dataset-kitsune

Pa3paboTars 1 mpoTECTHPOBATH MOAEIH MAITMHHOTO O0YyYeHHS IS KiIacCU(UKAIINU aTaK THIa
«Man in the Middle» (MitM). [IpoBecTr cpaBHUTENBHBIN aHAN3 PA3TUYHBIX aJTOPUTMOB.

9Tanbl BHINOJIHEHUA

1. llonroroBka JaHHBIX

1. 3arpy3ka qaHHBIX
o Cxauatp naracet ¢ Kaggle u 3arpy3uth B cpeny paspadorku (Jupyter Notebook,
PyCharm unn Google Colab).
o MHcnonp3oBare 6ubmmorexu pandas u numpy st 00pabOTKH JaHHBIX.
2. AHaJu3 JaHHBIX
o OmnpenenuTs 1EIEBYIO IEPEMEHHYIO (METKA aTaku).
o HccnenoBarh pacnpeieneHue KiaccoB (KomdecTBo arak MitM vs HOpMasibHBIiH
Tpaduk).
o IIpoBeputh Hanume npomnyueHHbIX 3Ha4eHui (df.isnull().sum()).
3. Ilpeno6padoTka TaHHBIX
o OO6paboTtars IponyieHHbIC 3HaYEeHUs (€CIIU eCTh).
o Macmrabuposars uncnoBsle npusHaku (StandardScaler nnmu MinMaxScaler).
o Pasgenuts naHHbIe Ha 00yUaroOIIyIO ¥ TECTOBYIO BHIOOPKH (train_test split).

2. O0y4enue MoaeJieil MAIIMHHOTO 00y4eHUsI
OOy4uTh M IPOTECTUPOBATH CIETYIOIINE MOAEIH:

1. Hawusnbiii baiiecoBckuii kiaaccudurarop (Naive Bayes)
o GaussianNB wi MultinomialNB u3 sklearn.naive bayes.
o IlpoBepuTh, MOJXOAMT JIU MOAIEH K JAaHHOMY HaOOpy JaHHBIX.
2. Jloructuueckas perpeccust (Logistic Regression)
o LogisticRegression u3 sklearn.linear model.
o [IpoBeputs BiusHuEe napameTpos (penalty, C).
3. Meroa onopHbIX BekTOpoB (Support Vector Machine, SVM)
o SVC u3 sklearn.svm c pa3ubimu sigpami (linear, rbf).
o Onrumunsuposars C 1 gamma.
4. Meroa k-onmxkaitmux coceneii (k-Nearest Neighbors, k-NN)
o KNeighborsClassifier u3 sklearn.neighbors.
o Onrumuzanus k ¢ MOMOIIBIO0 KpOCC-BaIAIAINN.
5. Jepeso pemennii (Decision Tree)
o DecisionTreeClassifier u3 sklearn.tree.
o Hacrpouts max_depth, criterion.
6. Cuayuaiinblii 1ec (Random Forest)
o RandomForestClassifier u3 sklearn.ensemble.
o OnTtumuzamus n_estimators, max_depth.
7. T'papuentHslii OycTtunr (XGBoost)
o XGBClassifier u3 xgboost.


https://www.kaggle.com/datasets/ymirsky/network-attack-dataset-kitsune

o OnTtumuzanus learning_rate, n_estimators, max_depth.
8. CatBoost

o CatBoostClassifier u3 catboost.

o Onrumuzanus iterations, depth, learning_rate.
9. AdaBoost

o AdaBoostClassifier u3 sklearn.ensemble.

o Ilogbop n_estimators, learning_rate.

3. Onenka moaeJiei
1. MeTpuku KavyecTBa

o accuracy
o precision

o recall
o Fl-score
o ROC-AUC

2. Kpocc-Baanaanus

o KFold unu StratifiedKFold nyst npoBepku ycToitunBoCTH MOJEINEH.
3. Martpuua ommméok (Confusion Matrix)

o confusion matrix 1jisi aHaIU3a OMIMOOK KiIacCU(UKALIUU.

4. Buzyaauzanus pe3yJibTaToB

1. I'padpuknu:
o CpaBHeHue accuracy MOZEIEH.
o ROC-kpuBbIe U1 HECKOIBKUX MOJEIIEH.
o Marpulibl OHIMOOK JIyYIIUX MOJEIEH.

5. AHAJIN3 ¥ BLIBOABI

1. CpaBHUTH MOJIENH:
o Kakas monens nokasana HawyqIui pe3ynprar?
o Bpewms oOydyenus mozaeneil.
o Kakue moznenu myurie CpaBisitOTCs ¢ JaHHOM 3aa4ueii?
o Bausror 1 npu3Haky Ha KauecTBO Kiaccudukanumn?
2. Cpenath BBIBOJ O IPUMEHUMOCTH MAIlIMHHOTO OOy4€HUs Ui BbIsiBIeHHs atak MitM.



